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Computational Intelligence 
Applied to Audits: Pattern 
Classification Using Artificial 
Neural Networks.

ABSTRACT

The rise in the demand for greater transparency of 
information held by the public bodies has been leading to 
an increased availability of various databases. This fact, 
allied with the advances on the processing capacity, has 
been promoting interest in the use of computational in-
telligence in less explored areas, such as the audit activi-
ties related to public administration control. The ability 
of the artificial neural networks to classify patterns may 
help control agencies to perform their duties more effi-
ciently. Typical applications of classification standards in 
auditing are related to fraud detection, auditing of finan-
cial statements and risk assessment, among others. The 
Federal Court of Accounts of Brazil (TCU), aware of this 
reality, has been carrying out several actions to develop 
skills associated with data analysis.

Keywords: Applied Computational Intelligence. 
Neural Networks. Pattern Classification. Audit. Federal 
Court of Accounts.

1. INTRODUCTION 

The technological advances made in recent de-
cades, both regarding computer processing and to data 
storage capacity, combined with the increasing availa-
bility of information, pose a great challenge for those 
who need to treat them and issue an opinion based on 
such treatment.
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logy, psychology, medicine, computer vision, artificial in-
telligence and remote sensing, among others.

However, what are patterns? Jain, Duin and Mao 
(2000 apud Watanabe, 1985) define pattern as “the op-
posite of chaos; an entity to which a name may be as-
signed”. For example, a pattern may be a voice signal, a 
DNA sample, a text document, a video clip, a fingerprint, 
a handwritten word etc.

Once there is a pattern, its recognition (or classifi-
cation) may be carried out with or without supervision. 
Without supervision, the pattern is associated with a class 
unknown until then, a technique known as clustering. In 
this case, the problem lies in categorization, in which clas-
ses are defined by the system designer or are learned based 
on the similarity of patterns. With supervision, of greater 
interest to this paper, the pattern is identified as part of a 
predefined class. The separation of patterns among classes 
may be carried out by a discriminant analysis.

Examples of applications in this field include data 
mining, document classification, financial forecasts, organi-
zation and search in multimedia databases and biometrics, 
among many others.

In short, pattern recognition consists in studying 
how machines can observe the environment, learn to dis-
tinguish patterns of interest and make reliable and rea-
sonable decisions about the categories of these patterns. 

The design of a pattern recognition system involves 
three basic macro steps: (i) data acquisition and preproces-
sing; (ii) data representation and (iii) decision-making. In 
general, the problem domain determines the choice of the 

According to Byrnes et al (2014), data science, li-
kewise, has advanced enormously, incorporating theo-
ries, techniques and software applications from many 
disciplines, including data analysis, business intelligence, 
mathematics and probability, statistical learning (inclu-
ding pattern recognition), data visualization and analysis 
and treatment of large data sets, such as data  mining and 
visualization. 

The application of these theories may be used by 
control bodies, so that they may present new types of evi-
dence and conduct more focused audits, and may result 
in more reliable opinions on the audit objects, even when 
subjected to high performance requirements, such as time, 
accuracy and cost.

This article conceptualizes pattern classification 
as an applied computational intelligence tool and brie-
fly outlines the origins, features and training of artificial 
neural networks, especially the multilayer perceptron 
(MLP) network, illustrating its use in auditing. Moreo-
ver, it shows how the Federal Court of Accounts (TCU) 
has encouraged the treatment of information databases 
to render its performance more effective, timely and 
intelligent.

2. WHAT DOES PATTERN 
CLASSIFICATION MEAN?

Automatic recognition, description, grouping and 
pattern classification are very important tools for a wide 
range of engineering and sciences disciplines, such as bio-
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method applied in each of these steps. The models most 
commonly used to make decisions on pattern recognition 
are: template matching, structural matching, statistical 
classification and artificial neural networks.  

3. ARTIFICIAL NEURAL NETWORKS 

Artificial neural networks are numerical proces-
sing systems, and consist in connecting a large num-
ber of simple processors. These interconnections have 
biological origin, namely, the nervous system of living 
things. The concept underlying these systems is that 
complex processing may be obtained when many sim-
ple, highly interconnected processors are combined, and 
such concept is referred to in literature as connectionism.

Connectionism, which employs distributed and 
parallel processing, as opposed to centralized processing, 
represents with certain ease the features of cognitive pro-
cesses, such as the ability to simultaneously consider a 
number of restrictions or combine various sources of kno-
wledge. It is also able to represent the ability to generalize.

In spite of their biological inspiration, the current 
models of neural networks do not represent the aspects 
and structures widely known to brain physiology, such 
as the spatial organization of neurons and intercon-
nections and the existence of various types of signals 
between these “processors”. This is due to the search 
for balance between the biological plausibility of such 
models and their mathematical treatment.

The figures below illustrate the schematic view 
of a typical neuron (Figure 1) and an abstraction for 
computational purposes (Figure 2):

The fundamentals of the current neuron model 
and the principle of association were set out in the late 
nineteenth century, in the works of James (1890). Ho-
wever, the first major studies about the mathematical 
ability of networks of neuron-inspired processing ele-
ments were only outlined in the first half of the twen-
tieth century. McCulloch and Pitts (1943) showed that 
associations of such artificial neurons could implement 
any finite logical function, and this may be considered 
the first theoretical success on connectionism.

However, the most important step on the sub-
ject was taken when Rosenblatt (1958) introduced the 
first concrete neural model, called the perceptron, whi-
ch initially had only two layers: input and output. This 
model was able to classify patterns from examples, but 
its use was hampered by some limitations exposed in 
the work of Minsky and Papert (1969), which led the 
research to be discontinued. The interest in connectio-
nism was revived with the use of the error backpropa-
gation training algorithm, presented by Rumelhart and 
McCelland (1986),which extended Rosenblatt’s percep-
tron to multiple layers (multi-layer perceptron - MLP), 
overcoming the limitations of the original model and 
enabling the development of applications in various 
branches of knowledge.

After this brief history, we find it important to 
place the artificial neural networks in the universe of 
methods applicable to pattern recognition and describe 
some of their main features.

While there are several approaches to pattern re-
cognition, this paper is only interested in the statistical 
and neural approaches. The latter has different opera-
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Figure 1: 
A typical neuron

Figure 2: 
Nonlinear model of a 
neural network node

Source: http://blogdopetcivil.com/2013/07/05/redes-neurais-artificiais/ Source: http://www.scielo.br/scielo.php?script=sci_arttext&pid=S1806-11172011000100009
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ting principles, although it uses models that are equiva-
lent to those of the latter.

In the statistical approach, each pattern is repre-
sented by a set of “n” features–or measures–and viewed 
as a point in an n-dimensional space. According to Jain, 
Duin and Mao (2000), the purpose of this representation 
is to choose the features so that the patterns (feature 
vectors) belonging to different classes occupy compact, 
well-ordered regions of then-dimensional space of fe-
atures. Thus, the effectiveness of this choice is greater 
the easier it is to separate the patterns belonging to di-
fferent classes.

Based on a subset of patterns of various classes 
(training set), the purpose of the statistical approach 
is to define decision boundaries in the n-dimensional 
space of features capable of separating patterns belon-
ging to different classes. In the statistical approach, 
decision boundaries are determined by the pattern 
probability distributions, which must be known or 
learned a priori. 

The neural approach, on the other hand, uses a 
nonlinear discriminant analysis, namely, a geometric 
analysis. The discriminant functions are constructed by 
a linear combination of basic nonlinear functions, and 
have the following form:

The combination of x and parameter vector u  
results in a scalar product, i.e, φi (x,ui)=φi (x

T ui). The 
form of the nonlinear function φ, referred to as the ac-
tivation function, is chosen a priori and the optimiza-
tion procedure determines, simultaneously, the wij and 
ui parameters. In other words, the basic functions are 
selected previously, but their parameters are adaptable 
during the optimization phase.

In sum, the main features of neural networks 
are: (i) the ability to learn nonlinear relationships be-
tween inputs and outputs; (ii) the use of sequential 
training procedures and (iii) the ability to adapt to the 
given data.

4. MULTILAYER PERCEPTRON 
NETWORK, LEARNING AND THE 
ERRORBACKPROPAGATION ALGORITHM

According to Bishop (2006), the most suc-
cessful model using the neural approach, within 
the scope of pattern recognition, is the multilayer 
perceptron (MLP) neural network, of interest to 
this paper. A neural network is mainly specified 
by its topology, the features of its nodes and trai-
ning rules.

MLP networks are organized in layers, linked 
by unidirectional connections as shown in Figure 3.
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𝑚𝑚

𝑖𝑖=1
 



Articles

38 Revista do TCU   135

widespread optimization rule is the one defined by the 
error backpropagation algorithm.

During training with this algorithm, the network 
operates in a two-stage sequence. First, a pattern – a set 
of variables {xi } – is introduced to the network’s input 
layer. The processing is performed through the network, 
layer by layer, until the output layer produces the res-
ponse in an iterative process.

Thus, the initial step of the first stage comprises 
calculating the activation level and the outputs of all 
neurons in the hidden layer and output layer. The ou-
tputs of the hidden layer neurons are the input for the 
output layer neurons. Subsequently, the outputs of the 
output layer neurons are computed.

In the second stage, the obtained output is com-
pared to the desired output for the presented pattern, 
since the desired output is known a priori. If the output 
obtained is not correct, the error (the difference be-
tween the desired and obtained outputs) is computed, 
and such error is propagated from the output layer to 
the input layer in the opposite direction. The weights 
of the hidden layer connections are modified as the er-
ror is backpropagated using the generalized delta rule, 
which is not explained in details herein since it is out 
of scope of this paper.

This step involves calculating the local gradients 
of the output layer neurons – δk (t)– and hidden layer 
neurons– δi (t) – and adjusting the weights of all neurons.

The second step involves updating the synaptic 
weights of the MLP network. Thus, regarding the hid-
den layer, the rule to update weights          for the next 
iteration is:

Figure 3: 
Architecture of an MLP 
network with one hidden 
layer and an output layer.
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The mathematical model of an MLP network, 
such as the one shown in Figure 3, may be represented 
by the following formula:

𝑦𝑦𝑘𝑘(𝒙𝒙, 𝒘𝒘) = 𝜎𝜎 (∑ 𝑤𝑤𝑘𝑘𝑘𝑘
(2)

𝑀𝑀

𝑘𝑘=0
ℎ (∑ 𝑤𝑤𝑘𝑘𝑗𝑗

(1)𝑥𝑥𝑗𝑗

𝐷𝐷

𝑗𝑗=0
)) (2) 

In equation (2), the activation functions σ(*)and 
h(*) usually take the shape of the sigmoid function, since 
they represent a nonlinear mapping between input and 
output and may be differentiated, although other shapes 
are admitted, depending on the application.

The linear combination                 , after undergoing 
nonlinear h(*) transformation, serves as input to the neu-
rons of the hidden layer. This result is linearly combined 
with weights          and subject to further nonlinear σ(*) 
transformation, resulting in output yk.

In summary, the MLP network is a nonlinear ma-
pping from a set of input variables {xi } to a set of output 
variables {yk } controlled by a vector of adjustable para-
meters, known as synaptic weights.

The learning procedure (optimization) involves 
updating parameters           and          , so that the neural 
network is able to efficiently perform the classification 
task. Regarding the MLP network, the most used and 

∑𝑤𝑤𝑗𝑗𝑗𝑗
(1)𝑥𝑥𝑗𝑗
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𝑗𝑗=0
 

𝑤𝑤𝑗𝑗𝑗𝑗
(1) 

𝑤𝑤𝑗𝑗𝑗𝑗
(1)(𝑡𝑡 + 1) = 𝑤𝑤𝑗𝑗𝑗𝑗

(1)(𝑡𝑡) + ∇𝑤𝑤𝑗𝑗𝑗𝑗
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Regarding the output layer, the rule to update 
weights            is:

𝑤𝑤𝑘𝑘𝑘𝑘
(2)(𝑡𝑡 + 1) = 𝑤𝑤𝑘𝑘𝑘𝑘

(2)(𝑡𝑡) + ∇𝑤𝑤𝑘𝑘𝑘𝑘
(2)(𝑡𝑡) = 𝑤𝑤𝑘𝑘𝑘𝑘

(2)(𝑡𝑡) + 𝛼𝛼𝛿𝛿𝑘𝑘(𝑡𝑡)𝑦𝑦𝑘𝑘(𝑡𝑡) (4) 

In equations (3) and (4), “α” is one of the input 
parameters of the algorithm, and is known as the le-
arning rate.

To summarize, when a pattern is initially in-
troduced to the network, it produces an output. Af-
ter measuring the distance between the current and 
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desired response (error), the appropriate adjustments 
are made to the weights of the connections to redu-
ce this distance. After the network is trained and the 
error achieves a satisfactory level, it may be used as 
a tool to classify new data.

The design of a neural network and the ope-
ration of this algorithm involve specifying a number 
of parameters, which decisively influence their per-
formance, their convergence and the network gene-
ralization capability. These considerations do not fall 
within the scope of this paper.

The following example illustrates, in a very 
intuitive way, what problems MLP artificial neural 
networks, such as pattern classifiers, seek to solve. 
Consider a database containing information on a par-
ticular flower genus called Iris. This database consists 
of the following characteristics (features) of this flo-
wer genus: petal width, petal length, sepal width and 
sepal length. Depending on the values of these featu-
res, the flower is classified into one of three species 
(classes): iris virginica, iris setosa or iris versicolor. The 
database has various entries and each one of them 
associates the set of features of a certain flower to 
its respective species, as shown in the table below:

The MLP neural network is trained as part of 
these randomly selected entries (training set), i.e., 
the input data set (characteristics) and its respecti-
ve flower class are introduced to the network, with 
the purpose of having the neural network learn from 
these data. After training, the neural network is able 
to classify, among one of the flower species, a new 
pattern (the set containing four characteristics of the 
flower), introduced to such network with a certain 
success rate.

To have a graphical visualization of a MLP neu-
ral network classification solution, Figure 4 shows 
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Table 1: Example of 
only three entries from 
an input database used 
by a MLP neural network

Source: prepared by the author

sepal petal 
Species 

length  (cm) width (cm) length  (cm) width (cm)

4,8 3,4 1,6 0,2 Iris setosa

6,2 2,2 4,5 1,5 Iris versicolor

6,9 3,1 5,4 2,1 Iris virginica

Figure 4 – Decision 
boundaries (R

1
 and R

2
) of 

an MLP neural network 
to classify patterns 
from two classes

Source: Jain, Duin e Mao (2000).

*
*

*

R1

R1

R2

R2

* * *

**
*

* *
*

***

*
*

*
**

*
*
*

***

**

*

**

the optimal separation boundaries for two classes 
of patterns represented by the symbols “*”  and “ο”.

5. APPLYING PATTERN CLASSIFICATION 
THROUGH ARTIFICIAL NEURAL 
NETWORKS IN THE AUDIT DOMAIN

Although it is not as frequent when compared 
to other branches of knowledge, the use of neural ne-
tworks in the audit field is mentioned several times in 
the scientific literature, although the references cited 
herein are not the result of a comprehensive review.

Calderon and Cheh (2002) analyze papers pu-
blished in some categories: risk assessment (three pa-
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pers), fraud and error identification (six papers), issue 
of going concernI opinion (three papers), identifica-
tion of situations where there is too much exposure 
to financial risks (three papers) and bankruptcy fore-
cast (twelve papers). These authors state that neural 
networks may be superior to other techniques when 
data is available in large samples, the scale of values 
to be analyzed is large and associations among data 
are poorly defined and barely noticeable. 

Garrity, O’Donnell and Sanders (2006), when 
defending continuous auditing and the use of com-
putational intelligence, also highlight applications 
of artificial neural networks in the same areas men-
tioned by Calderon and Cheh (2002) and Koskiva-
ara (2003).

Cerullo and Cerrullo (2006) analyze the use of 
neural networks to predict fraud in financial state-
ments, by using coefficients and information on re-
sulting from analyses of the accounting statements 
themselves. The authors state that neural networks 
process large amounts of data to solve problems 
by recognizing trends and complex relationships, 
which are barely noticeable to other computational 
methods.

Taha (2012) justifies the use of neural networks 
in auditing and concludes that such neural networks 
are better than statistical methods for planning and 
conducting audits. From his perspective, neural ne-
tworks may indicate which financial statements are 
most likely to contain substantial errors, guiding the 
auditor in relation to how in-depth audit tests are and 
providing further conditions to issue a more accurate 
opinion on these financial statements.

Pourheydari, Nezamabadi-Pour and Aazami 
(2012) used four pattern classification techniques to 
identify modifiedII and unmodifiedIII audit opinions 
on financial statements. Although their study shows 
other very interesting findings, its results showed that 
the MLP neural network proved to have high ability 
to identify different types of audit opinions on the 
financial statements, achieving a success rate of over 
87%, jointly considering modified and unmodified 
opinions.

Finally, Byrnes et al (2014) defend the appro-
priation of data analysis techniques by auditing 
standards. From their perspective, technological deve-
lopments, such as cloud computing, and the advances 
of data science contribute to enhance the effective-
ness and efficiency of the audit work. They argue 
that the incorporation of computational intelligence 

enables continuous and predictive audits, more effec-
tive fraud detection and the safer issue of opinions. 

These authors also point out several opportu-
nities that are enhanced by the use of data analysis in 
financial audits, such as: the identification of risks as-
sociated with audit contracts (risks of bankruptcy and 
senior management fraud); the identification of risks 
of material errors and the performance of substanti-
ve tests and the identification of non-conformities in 
financial statements due to fraud.

These applications support, almost entirely, the 
works carried out by the control bodies. In addition, 
pattern recognition using artificial neural networks, 
may be used in many other audit problems. Some 
examples are the identification of fraud in bidding and 
procurement public processes and the granting of be-
nefits from government programs, the identification 
of personnel admission or pension registration deeds 
not qualified for such, as well as a tool for continuous 
and predictive audit of the Government’s Accounts, 
part of the annual review of the President’s govern-
ment accounts. Therefore, the use of neural networks 
may be an important tool to improve the effective-
ness, efficiency and even the economy of the works 
carried out by these institutions.

6. FOSTERING THE USE 
OF COMPUTATIONAL 
INTELLIGENCE IN AUDITS

It has been well established that it is the duty 
of the Federal Court of Accounts (TCU) not only to 
control legality and compliance, but also to control 
efficiency, economy, efficacy and effectiveness of ma-
nagement actions in relation to individuals who use, 
collect, keep, manage or administer public monies, 
values and goods. 

To perform an audit in all its dimensions, the 
TCU has been granted several duties by constitutio-
nal and infra-constitutional norms, which, over time, 
have become quite complex and varied, demanding 
a timely, focused and intelligent action, in order to 
optimize the resources made available to it.   

Society, by becoming increasingly connected 
and aware of the need for greater transparency in the 
use of public resources, has increasingly demanded 
that government databases be made available. In this 
context, the TCU has often faced the need to properly 
handle this information and use it to assist its mission 
to improve the Government to benefit society.
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In this scenario, the Presidency of the TCU, 
during the administration of Minister Aroldo Ce-
draz, decided to undertake actions to encourage 
the use of computational intelligence applied to 
audits.

Two strategic guidelines, which were outlined 
for TCU’s 2015-2021 Strategic Planning and approved 
by TCU Order 141 from April 1st, 2015, stand out in 
this context: (i) using control intelligence to identify 
on a large scale the risks of nonperformance or ina-
dequate implementation of products and services 
and inducing such practices to other parties subject 
to jurisdiction; and (ii) developing comprehensive 
organizational competence to work with emerging 
technology resources and analyzing large databases 
(Big Data).

At the tactical level, the 2015-2017 Audit Plan 
defines a line of action, which takes part in this mo-
vement, i.e., continuously monitoring, from the tre-
atment of information databases, the use of public 
funds, in order to timely detect and correct possible 
diversions.

An outstanding initiative associated with 
this movement was the launch, on September 28th, 
2015, of the TCU Center for Research and Innova-
tion (CePI). This unit, which had already begun its 
activities in January 2015, aims to promote applied 
research in the TCU and coordinate the Innovation 
and Co-participation Lab (coLAB-i).

The coLAB-i aims to support innovative pro-
jects, ensure the knowledge management of develo-
ped solutions, coordinate cooperation activities and 
promote training activities and events in relation to 
topics at the frontier of knowledge. In addition, the 
coLAB-I, the first innovation laboratory in a control 
body, had the privilege of joining the select group in-
cluded in Nesta’s map of global laboratories (http://
www.nesta.org.uk/ ) in its first year operating.

In addition, the TCU has promoted seminars 
and training courses on data analysis and given awar-
ds, through the Reconhe-Ser program, to several pro-
jects applying data science tools.

7. CONCLUSION

The rapidly growing capacity of computer pro-
cessing and the availability of large databases made 
it easier to use more sophisticated data analysis and 
classification methods. In this context, pattern recog-
nition techniques, such as artificial neural networks, 
gained prominence in applications in various bran-
ches of knowledge.

Artificial neural networks are number proces-
sing systems formed by highly connected processing 
units and able to map nonlinear relationships present 
in large databases. Using the nonlinear discriminant 
analysis theory and the error backpropagation algo-
rithm for training and optimizing their parameters, 
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the multilayer perceptron neural networks are able 
to generalize the acquired knowledge and classify 
patterns with high success rates.

Classification patterns with the use of neural 
networks may help control bodies at all audit stages, 
whether in the planning, execution or report stage. 
Several studies have presented applications for risk 
assessment, fraud and error identification, continuing 
assessment (going concern opinion), identification of 
situations where there is too much exposure to finan-
cial risk, bankruptcy forecast, and identification of 
modified and unmodified audit opinions on financial 
statements, among others. This is a vast and yet little 
explored scope of application.

The audit activity, in particular, understands 
information and knowledge as input and product, and 
such elements increasingly depend on information te-
chnology. Data processing to extract information is, 
therefore, indispensable to leverage control activities 
in an increasingly connected society.

The TCU, aware of this reality and the need 
to conduct increasingly focused, timely and intelli-
gent actions, has encouraged the use of data science 
applied to audits, through various actions contained 
in its Strategic Plan and Audit Plan. We highlight the 
launch, on September 28th, 2015, of the Center for 
Research and Innovation (CePI).

NOTES

I Also known as continuity evaluation, it consists in analyzing 

short and medium term cash flow of an operation, business 

or company. It sustains short-term strategic decisions based 

on cash generation and business liquidity, revealing the 

financial strength of a company for the following months 

and deciding on fundings, refundings, investments and 

other strategic, operational and financial elements.

II  An opinion with reservations, adverse opinion and 

abstention of opinion on financial statements, necessary 

when: (a) the auditor concludes, based on the obtained 

audit evidence, that the financial statements as a whole 

present relevant misstatements; or (b) the auditor is able to 

obtain appropriate and sufficient evidence to conclude that 

the financial statements as a whole do not present relevant 

misstatements.

III  The opinion given by the auditor when he concludes 

that the financial statements, in all relevant respects, were 

prepared in accordance with the applicable financial 

statement structure.
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